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Like any systems AI
applications have 
vulnerabilities and
face numerous 
risks

https://blog.mithrilsecurity.io/poisongpt-how-we-hid-a-lobotomized-llm-on-hugging-face-to-spread-fake-news/



Model weaponization

PII leaks

Infrastructure
vulnerabilityBiases

Prompt Subversion

Model Backdoor

Hallucinations

AI system face many classic risks but also
AI specific threats



https://safety.google/cybersecurity-advancements/saif/

SAIF site

SAIF Secure AI
framework

https://safety.google/cybersecurity-advancements/saif/
https://safety.google/cybersecurity-advancements/saif/


Today: a fast pace tour of AI system components risks
and controls with concrete examples



The solutions explored 
in this talk are products
and models agnostic
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Data



Data

Securely collect, 
store, and manage
the data used by 
models for training,
fine-tuning and 
retrieval purposes
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and Processing

Data filtering 
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Data Components

Data Sources
Data Filtering
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Many products 
include user 
reporting flows that 
can be abused

Gmail

Gemini



Gmail manual reporting false flags
AI-specific risks



Data Components
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Training data 
sanitization



Perform data
validation using
anomaly detection and
supervised classifiers

Controls



Data Components

Data Sources
Data Filtering 

and Processing Training data 
sanitization

Training data 
management

User data management



Prevent unauthorized
data access using strict
access control

Controls



Infrastructure



Securely train, 
fine-tune, and serve 
AI models 
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Infrastructure Components

Training, Tuning 
and Evaluation
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Frameworks Code

Model and 
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https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/
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Architectural 
backdoor 
in neural network

https://arxiv.org/abs/2206.07840

AI-specific risks



Backdoor model
code to get 
remote access

Example of layer acting as backdoor that can be
added at anypoint 

https://splint.gitbook.io/cyberblog/security-research/tensorflow-remote-code-execution-with-malicious-model

Classic risks
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AI-specific risks

Fine-tuning
backdoor 

https://blog.mithrilsecurity.io/poisongpt-how-we-hid-a-lobotomized-llm-on-hugging-face-to-spread-fake-news/
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Controls

Implement verifiable
model provenance 
using cryptography

https://github.com/google/model-transparency



Infrastructure Components
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Bearer Token
exposure & loss

Classic risks



Remote model 
weight 
reconstruction

AI-specific risks

https://arxiv.org/abs/2403.06634

https://arxiv.org/abs/2403.06634


Infrastructure Components
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Ensure that model & 
data access  requires 
authentication and API 
keys are stored as 
secrets

Controls
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Infrastructure Components
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Models



Safely process user’s
inputs and model’s 
outputs
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Model Components

Model
Output Handling

Model
Input Handling

Model

Unsafe model
output



Un-sanitized output 
lead to arbitrary 
code execution

https://github.com/advisories/GHSA-fprp-p869-w6q2

Classic risks



Model Components

Model
Output Handling
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Organize red team
exercises to test model
safety & security

Controls



Model Components

Model 
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Invisible image content
hijack results accuracy

https://twitter.com/d_feldman/status/1713019158474920321

AI-specific risks



Model Components
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and sanitization

Output validation 
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Implement dedicated 
input & output security 
classifiers and code 
sanitizers

https://github.com/google/model-transparency

Controls



Model Components
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Model

Sensitive data
disclosure



Privacy enhancing technologies 
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Differential privacy
training to ensure the
model doesn’t learn 
and recall PII

https://openreview.net/pdf?id=Q42f0dfjECO

Controls
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                   Applications



Securely integrate
models into complex
applications



Application Components

Users External Sources

Model Plugin
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Application
Applications



Application Components

Application Model Plugin

Users External Sources

Unauthorized
model action

Insecure integrated
component



Un-sanitized
plugins output
lead to data 
exfiltration

https://embracethered.com/blog/posts/2023/chatgpt-cross-plugin-request-forgery-and-prompt-injection./

Classic risks



Application Components

Application Model Plugin

Users External Sources

Application access
management

Model plugin user
control



User consent and
controls in Gemini



Application Components

Application Model Plugin

Users External Sources

Denial of ML service 



Application denial
of service

https://techcrunch.com/2023/11/09/openai-blames-ddos-attack-for-ongoing-chatgpt-outage/

Classic risks



Implement DDOS 
mitigation techniques 
including rate limiting

https://openreview.net/pdf?id=Q42f0dfjECO

Controls
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Model plugin
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Model plugin user
control



                   
Governance 
& Assurances



Ensure that AI systems
operate securely, safely,
and are in compliance 
throughout their entire
lifecycle
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Application code 
vulnerability

https://www.csoonline.com/article/1272538/mlflow-vulnerability-enables-remote-machine-learning-model-theft-and-poisoning.html

Classic risks



Code review
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Require code review to 
reduce security bugs 
introduction and 
mitigate insider risk 
code tampering

Controls



https://security.googleblog.com/2023/10/googles-reward-criteria-for-reporting.htm l

Establish a bug bounty
to help test your AI 
systems

https://www.landh.tech/blog/20240304-google-hack-50000/

Controls



Securing AI requires implementation
of controls across the stack

Implementation of classical controls
and AI specific novel defenses are
critical to secure AI workflows

AI Risks are a combination of classical
issues and novel AI specific threats

Takeaways



Improve security by adding
additional controls

Review your AI workflows
risk and controls to understand
your posture

Apply

Today

In the next 6 month



Top 5 practical recommendation to get started

Filter inputs including safety filters and 
transcoding files

Filter outputs including web sanitization, 
code sanitization, and safety filters

Sandbox and enforce least privilege on your 
AI applications

Enforce access controls on all models, code, 
and data

Sanitize  your training data and track data 
origin carefully

Presentation slides and
recording available here:

https://elie.net/aisec24
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